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Abstract: Agriculture holds a significant position in India's economic and employment landscape. A common 

challenge faced by Indian farmers is the lack of adherence to appropriate crop selection based on soil 

requirements, resulting in the cultivation of crops without a well-structured Crop Recommendation System. This 

adversely affects the productivity of crop yields. Precision agriculture emerges as a solution to this issue, 

characterized by the utilization of a soil database derived from the farm, expert-provided crop recommendations, 

and the incorporation of parameters such as soil quality from soil testing lab datasets. The proposed system 

takes input data on soil quality, including Nitrogen, Phosphorous, Potassium, and pH values, as well as weather-

related information such as rainfall, temperature, and humidity. This information is utilized to predict the 

optimal crop for cultivation and enhance crop productivity. The research employs datasets obtained from the 

Kaggle website, utilizing machine learning algorithms to analyze the data. The study focuses on key parameters 

to determine the most suitable crops for cultivation in specific regions, aiming for heightened productivity. 

Among the various machine learning algorithms applied, both the Random Forest and Naive Bayes Algorithms 

demonstrated comparable results, achieving a remarkable accuracy score of 99.09% although XG Boost 

exhibited the highest accuracy, with a score of 99.31%. 
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Introduction 

Agriculture is the basic source and occupation 

of livelihood of people in India. As the largest 

economic sector in the country, agriculture 

plays a pivotal role in its comprehensive 

development. With over 60% of the land 

dedicated to meeting the needs of 1.4 billion 

people, the imperative shift toward modern 

agricultural technologies becomes evident 

(Kulkarni, et al 2018). Embracing these 

advancements is crucial, promising economic 

gains for our nation's farmers. In the past 

decade, it has been observed that there is not 

much crop development in the agriculture 

sector because the farmers choose crops based 

on market demand rather than the productivity 

of their land. They follow crop and yield 

predictions made in the past based on farmers' 

experience in a specific place or they prefer 

the previous or nearby or more popular crop in 

the surrounding region solely for their land, 

and they lack sufficient knowledge of soil 

nutrients such as nitrogen, phosphorus, and 

potassium in the soil. In the current condition, 

without crop rotation and insufficient nutrients 

applied to the soil, yields are reduced, soil 

pollution (soil acidity) occurs, and the top 

layer is harmed. Crop recommendation (Patel 

and Rane 2023) strategies can benefit farmers 

as they help determine the most productive 

crops per hectare. These strategies involve 

predicting crop yields well in advance to 

optimize productivity. Such prediction systems 

(Tapas Kumar, et al 2022), also known as 

recommendation systems, involve processing 

large amounts of data, including soil, fertilizer, 
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and geographical and meteorological data 

(Gosai, et al 2021). To handle such large 

datasets, machine learning approaches are 

often employed. Machine learning, which is a 

subset of artificial intelligence, has arisen with 

big data technologies and high-performance 

computers to open new avenues for data-

intensive study in the multidisciplinary Agri-

technology area. In agriculture, the application 

of machine learning enables significantly 

enhanced precision, empowering farmers to 

address the needs of plants and animals at an 

individual level, thereby improving the 

efficacy of their decisions. In the agricultural 

sector, machine learning is not an enigmatic or 

mystical technique; rather, it comprises well-

defined models that gather specific data and 

employ precise methodologies to achieve 

intended outcomes. The techniques employed 

in machine learning for agriculture stem from 

the learning process. Machine learning (ML) 

based systems offer complete and economical 

ways to improve agricultural yield through 

proper advising and decision-making (Kumar, 

et al 2015). By using various ML models to 

clarify the complex relationships that exist 

between plants, their surroundings, and soil 

characteristics, these programs offer accurate 

advice on crop management. The first step in 

the procedure is gathering field soil samples 

for careful scientific analysis. This allows the 

chemical composition to accurately represent 

the nutritional status as it is impacted by 

variables like temperature, humidity, pH, and 

rainfall. 

By ensuring that the soil sample precisely 

reflects the distinct characteristics of a specific 

area, a methodical sampling methodology 

empowers farmers thereby maximizing 

productivity. This is the fundamental idea 

behind the crop recommendation and soil 

testing processes used in precision agriculture 

(Doshi, et al 2018). By putting effort into 

comprehending these procedures and ideals, 

researchers may build a user-friendly crop 

prediction system that provides 

recommendations with an error margin as 

small as possible while taking agricultural 

season changes and other pertinent factors into 

consideration. 

In developing nations like India, where 

conventional or ancient agricultural methods 

are still widely used, the need for precision 

agriculture is especially apparent (Islam, et al 

2018). Site-specific agriculture, also known as 

precision agriculture, helps farmers manage 

their land by increasing production per unit of 

land and reducing waste from fertilizer and 

pesticide use. Precision farming promotes 

yield prediction based on data.  

 

Objective 

• Create a crop recommendation model for 

accurate crop selection 

considering pH, rainfall, humidity, and 

temperature attributes. 

• To enhance agricultural yield by offering 

high-accuracy and efficient predictions via 

the Ensemble learning approach. 

• To decrease crop selection errors using 

precision agricultural techniques. 

• To acquire a better diversity of crops that 

may be cultivated across the season. The 

suggested approach would assist farmers 

in minimizing crop selection challenges 

and increasing productivity. 

 

Proposed System: Machine learning, imparts 

machines with the capability to learn and 

evolve from their experiences autonomously, 

eliminating the need for explicit programming. 

The advent of advancements in computing has 

broadened the application spectrum of 

machine learning (Patil, et al 2020). Its 

effectiveness in a plethora of fields such as 

forecasting, defect identification, pattern 

recognition, etc., has led to its increased global 

adoption. A significant challenge in agriculture 

is the prediction of crop yield (Gangolla, et al 

2022). The insights from this study will 

empower farmers to forecast their crop yield 

before cultivation, thereby facilitating 
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informed decision-making, as shown in Fig 1. 

It is crucial to provide farmers with timely 

guidance for predicting future crop production 

and the necessary analysis to optimize 

agricultural yield. 

 
Figure 1: Block Diagram of Crop Prediction 

System 

 

Dataset: The dataset, sourced from Kaggle, 

encompasses 2201 rows and 8 columns 

dedicated to crop prediction, as depicted in 

Table 1. A diverse set of techniques has been 

employed to refine this dataset, ultimately 

narrowing it down to four pivotal 

characteristics. Moreover, the dataset boasts an 

extensive 232705 rows and 8 columns 

(Chlingaryan, et al 2018). This dataset 

comprises eleven distinct crops, including 

watermelon, mango, lentil, moth beans, kidney 

beans, black gram, chickpea, papaya, 

pomegranate, maize, cotton, orange, rice, 

banana, muskmelon, grapes, coconut, mung 

bean, pigeon peas, jute, and coffee (K Ravi 

Kumar, et al 2023). This comprehensive 

dataset empowers users to suggest the optimal 

crops for cultivation on a given farm, 

leveraging a wide array of parameters. These 

parameters encompass data fields such as:  

N: The ratio of Nitrogen content in the soil.  

P: The ratio of Phosphorus content in the soil.  

K: The ratio of potassium content in the soil.  

Temperature: The temperature in degrees 

Celsius. 

Humidity: The relative humidity in percentage.  

pH: The pH value of the soil.  

Rainfall: The amount of rainfall in mm. 

 

Methodology: In this research paper, we 

utilized six different algorithms to predict the 

best accuracy score, subsequently 

incorporating it into our Crop 

Recommendation System (Singh, et al 2017). 

The procedural steps for each algorithm are 

outlined as follows: 

(i) Importing the necessary library for the 

chosen machine learning algorithm. 

(ii) Creating the machine learning classifier 

object. 

(iii) Fitting the model to the provided data. 

 

Table 1: Dataset for Crop Prediction System 
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Decision Tree: A Decision Tree is a tree-like 

model where internal nodes represent tests on 

attributes, branches represent outcomes, and 

leaves represent class labels. In crop 

prediction, it may evaluate factors like soil 

type, precipitation, and temperature. Its syntax 

often involves using the 

`DecisionTreeClassifier` in Python's scikit-

learn library. Decision Trees are interpretable, 

allowing farmers to understand the decision-

making process behind crop recommendations 

(Priya, et al 2018). However, they may overfit 

the training data, and parameter tuning is 

essential for optimal performance.  

from sklearn.tree import 

DecisionTreeClassifier 

DecisionTree = 

DecisionTreeClassifier(criterion="entropy",ra

ndom_state=2,max_depth=5) 

DecisionTree.fit(Xtrain,Ytrain) 

 

Naive Bayes : Naive Bayes is a probabilistic 

algorithm based on Bayes' theorem. In crop 

prediction, it could estimate the probability of 

a particular crop given observed conditions. 

The syntax often involves using `GaussianNB` 

in scikit-learn. Despite its assumption of 

feature independence, Naive Bayes can 

perform well with limited data and is 

computationally efficient. It is particularly 

effective for text-based data, making it suitable 

for certain types of agricultural information.  

Support Vector Machine: Support Vector 

Machines classify data by finding the 

hyperplane that maximizes the margin 

between classes. In crop prediction, SVM may 

identify optimal decision boundaries based on 

features like temperature, humidity, and 

historical yields. Syntax includes using `SVC` 

in scikit-learn. SVM is powerful in handling 

high-dimensional data and is effective in 

scenarios with complex decision boundaries.  

Logistic Regression: Logistic Regression 

models the probability of a binary outcome. In 

crop prediction, it could assess the likelihood 

of success for a particular crop. The syntax 

often involves using `LogisticRegression` in 

scikit-learn. Logistic Regression is simple, 

interpretable, and suitable for scenarios where 

the relationship between features and the 

outcome is approximately linear. 

Random Forest: Random Forest is an 

ensemble learning method that constructs 

multiple decision trees and combines their 

outputs. In crop prediction, RF could handle 

diverse features like soil quality, weather 

conditions, and historical data. Syntax 

involves using `RandomForestClassifier` in 

scikit-learn. Random Forest is robust, handles 

non-linearity well, and reduces overfitting 

through aggregation. It is particularly useful 

when dealing with large, complex datasets in 

agriculture.  

XGBoost: XGBoost is a scalable and accurate 

implementation of gradient boosting. In crop 

prediction, XGBoost could enhance decision 

trees' predictive power by boosting weak 

learners. Its syntax often involves using 

`XGBClassifier` in the XGBoost library. 

XGBoost excels in predictive accuracy, 

handles missing data gracefully, and is 

efficient in processing large datasets. It is 

suitable for tasks where precision is crucial, 

making it valuable in optimizing crop 

recommendations for farmers. 

Experimental Results: 

Our study demonstrates the effectiveness of 

our crop recommendation system in India's 

agriculture. XGBoost emerges as the optimal 

choice with the highest accuracy as illustrated 

in Fig 2, showcasing the system's potential to 

optimize crop selection for improved 

productivity. 
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Fig 2: Accuracy Score in Percentage of 

Various Algorithms 

 

Conclusion 

This study presents a robust and effective crop 

recommendation system, designed to be user-

friendly for farmers across India. The system 

aids farmers in making data-driven decisions 

on the type of crop to cultivate based on 

several factors such as Humidity, Nitrogen, 

Phosphorus, pH Value, Potassium, Rainfall, 

and Temperature. Utilizing this research could 

potentially enhance the country’s productivity 

and profitability. It empowers farmers to select 

the most suitable crop, thereby maximizing 

their yield and contributing to the nation’s 

overall economic gain. The study explores the 

application of various machine learning 

algorithms, including Decision Tree, Naïve 

Bayes, Support Vector Machine, Logistic 

Regression, Random Forest, and XGBoost, for 

crop recommendation. An analysis of these six 

algorithms revealed that XGBoost delivered 

the most accurate results, with an accuracy 

score of 99.31%. 
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